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Abstract 
 
The growing dependence of critical infrastructures and industrial automation on interconnected 
physical and cyber based control systems has resulted in a growing and previously unforeseen 
cyber security threat to SCADA and DCS systems.  Industry organizations such as NERC and 
AGA as well as government organizations like NIST and SANDIA are responding to the cyber 
security threat faced by control systems and critical infrastructure through the development of 
guidelines, best practices, test beds, security tools and new technology.  Published papers such as 
(Byres and Lowe, 2005; Miller, 2005; and Greer, 2006) describe the threats and vulnerabilities 
faced by SCADA and DCS systems and the challenges presented in attempting to secure these 
systems.  Other papers, such as (Byres and Franz, 2006, Strickles, et al 2003) describe the 
application of existing security technologies and security practices.  The articulation of risk is an 
important component of a comprehensive, realistic, and long term commitment to securing 
SCADA and DCS systems.  Risk assessment methods such as HHM, IIM, and RFRM have been 
successfully applied to SCADA systems and have highlighted the need for quantifiable metrics.  
Quantifiable risk analysis falls under the general category of probability risk analysis (PRA) 
which includes methods like FTA, ETA, and FEMA.  What is needed for SCADA and DCS 
cyber security risk analysis is to quantitatively determine the probability of an attack, the impact 
of the attack, and the reduction in risk associated with a particular countermeasure.  Two recent 
methods, one based on compromise graphs and one on augmented vulnerability trees, have 
specifically targeted SCADA security. 
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Overview and Historical Perspective  

Protecting the critical infrastructure of the United States is essential for physical and economic 
security of its citizens.  Beginning with the report from the President’s Commission on Critical 
Infrastructure Protection, the government recognized that the country relied on increasingly 
vulnerable, interconnected physical and cyber infrastructures (Commission Report, Oct. 1997).  
The Department of Homeland Security (DHS), through various agencies and groups, is primarily 
responsible for all aspects of infrastructure protection.  The Control Systems Security Program 
(CSSP) of the National Cyber Security Division (NCSD) of DHS leads the comprehensive 
national initiative to secure our nation's critical infrastructure by identifying, analyzing, and 
reducing cyber risks associated with the control systems that govern our infrastructures 
http://www.us-cert.gov/control_systems/.  Established in 2003 to protect the nation's Internet 
infrastructure, US-CERT (Computer Emergency Readiness Team) coordinates defense against 
and responses to cyber attacks across the nation. It is the operational arm of the National Cyber 
Security Division at DHS and publishes documents to assist in determining vulnerabilities and 
improving control system security (Nash, 2005, Nelson, 2005).  Worldwide, there are more than 
250 organizations that use the name "CERT" related to cyber security response; US-CERT is 
independent of these but may coordinate with them on security incidents. The CERT® 
Coordination Center (CERT/CC), established at Carnegie Mellon University in 1988, contributes 
expertise for protecting the nation's information infrastructure by coordinating defense against 
and response to cyber attacks working jointly with DHS.   
 
The objectives of the most recent National Infrastructure Protection Plan (NIPP v.2, Jan. 2006) 
include building security partnerships to implement critical infrastructure protection programs, 
assess risk and implement risk reduction programs, and maximize use of resources.  Risk 
assessment for all cyber systems including SCADA and DCS systems are an integral part of the 
document that aims to provide a national unifying structure to all protection efforts.  What is 
necessary, and what is occurring, is a cooperative effort between government, industry, and 
academia to address all issues related to securing our infrastructures. 

Government and Industry Groups:  Research/Guideline Contributions 
Information Sharing and Analysis Centers (ISACs, http://www.ni2ciel.org/ISACs) were created 
by the Presidential Directive 63 (http://www.fas.org/irp/offdocs/pdd/pdd-63.htm, but are 
independent organizations. They were designed to share important information about 
vulnerabilities, threats, intrusions and anomalies within and between industry sectors and the 
government.   
 
The Idaho National Engineering and Environmental Laboratory (INEEL) in conjunction with the 
Sandia National Laboratory have created the National SCADA Test Bed in a setting that includes 
a functioning power grid and synergistic cyber and wireless test beds, 
http://www.inl.gov/nationalsecurity/capabilities/security/index.shtml. Sandia National 
Laboratory has created The Center for SCADA Security 
(http://www.sandia.gov/scada/home.htm), where SCADA research, training, red teams, and 
standards development takes place.  In addition to pure research, the National SCADA Testbed 
Program work includes supporting the development of industry standards covering cyber 
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security of control systems. Two reports summarize these activities to date, (Carlson, et al, 2005 
and Evans, et al, 2005).  Researchers at Sandia recently developed and published a SCADA 
Security Policy Framework (Kilman and Stamp, 2005) which ensures all critical topics have 
been adequately addressed by specific policy rather than relying on standard IT security policy. 
 
In addition to full-fledged research activities like those at national laboratories, standards bodies 
and industry groups are working to address the needs of control system security (Singer and 
Weiss, 2005).  These include, but are not limited to: ISA (Instrumentation, Systems, and 
Automation Society), NIST (National Institute for Standards and Technology), Chemical Sector 
Cyber Security Program organized by the Chemical Information Technology Council 
(ChemITC), which absorbed the CIDX (Chemical Industry Data Exchange) Cyber Security 
Initiative in January 2006, IEC (International Engineering Consortium), CIGRE (International 
Council on Large Electric Systems), AGA (American Gas Association), and NERC (North 
American Electric Reliability Council).  All have published documents on cyber security and risk 
assessment.  Links are provided to documents at the websites for these organizations.  
 
Some important contributions by these groups include two published technical reports by ISA 
that cover security technologies and how to apply them to control systems (ANSI/ISA-
TR99.00.01-2004, ANSI/ISA-TR99.00.02-2004), and AGA documents on communications 
encryption (AGA 12, Part 1, 2006, final document, and ongoing work parts 2, 3 and 4 which 
extend encryption to legacy systems, networked systems, and embedding capabilities during the 
manufacturing process).  NERC has finalized cyber security standards (CIP-002-1 – CIP-009-1, 
2006) that will establish the requirements for security management programs, electronic and 
physical protection, personnel, incident reporting, and recovery plans (2006), and the National 
Institute of Standards and Technology (NIST) through its Process Control Security Requirements 
Forum (PCSRF) has defined a cohesive, cross-industry, baseline set of common security 
requirements for existing and new control systems for various industries (Falco, et al), (Stouffer 
et al, 2004), (Melton et al, 2004).  
 

Perhaps the most ambitious group created and funded by the Homeland Security/Homeland 
Security Advanced Research Projects Agency (DHS/HSARPA) is called the Process Control 
Systems Forum, https://www.pcsforum.org. Established in February 2005 in response to the 
growing vulnerability of infrastructure control systems in the increasingly computerized, 
automated and interdependent operating environment, it is managed by a public/private Interim 
Governing Board. The PCSF mission is to accelerate the design, development, and deployment 
of more secure control and legacy systems that are crucial to securing critical infrastructures. 
https://www.pcsforum.org/news/SCADAwg.pdf. This group is not a standards body.  Its purpose 
is to provide the opportunity for technical exchange with a focus on common needs, practices, 
and consensus architectures in order to accelerate the development and implementation of more 
secure PCS and SCADA systems.  One goal of the PCSF is to provide communication and 
information dissemination capabilities that extend beyond the current boundaries of other 
organizations that are working on control systems issues. Through “working groups”, it 
interfaces with other organizations including international groups.  All of these groups’ reports 
and guidelines highlight the need for risk analysis and assessment, however, guidance on the 
actual analysis of the risk assessment is not always specific.  
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The Institute for Information Infrastructure Protection (I3P) was founded in 2001 by the 
Department of Homeland Security (DHS) as a consortium of government, academic, and 
nonprofit organizations to coordinate fundamental research and development efforts in 
information infrastructure protection.  The I3P funded a research endeavor “Unifying 
Stakeholders and Security Programs to Address SCADA Vulnerability and Infrastructure  
Interdependencies (Trellue et al, I3P SCADA Security Research Plan Summary, May 2005), a 
SCADA project that is investigating ways to advance the security of process control systems 
(PCS).  A main task is to develop a risk assessment methodology and tool to support 
development of inherently secure SCADA and PCS systems. (Kertzner, et al, Research Report 
No.3, Jan. 2006).  Another report (Stoddard et al, Research Report No. 1, August 2005) 
identified existing security metrics tools and their applicability to PCS and an overview of risk 
analysis. This report also included an extensive bibliography of cyber security documents.   
 
A concise and informative history of critical infrastructure concerns through mid 2005, with 
emphasis on security of Supervisory Control And Data Acquisition systems (SCADA), is found 
in a SANS Institute paper (Hildick-Smith 2005).  The SANS (System Administration Audit 
Network Security) Institute, created in 1989, provides training and performs research in 
information security.  The British Columbia Institute of Technology Industrial Security Incident 
Database reported in 2004 (Byres and Lowe, 2004) that there was a sharp increase in events 
around 2001, and that the source of cyber-attacks shifted from internal attacks to 70% external 
attacks. 

Awareness of the Issues 
Numerous articles and guides have been published recently to aid SCADA and PCS users and 
vendors.  The President's Critical Infrastructure Protection Board, and the Department of Energy, 
has developed 21 steps to help any organization improve the security of its SCADA networks 
(DOE white paper 2002).  The United Kingdom has a similar guide, the National Infrastructure 
Security Coordination Centre (NISCC) Good practice guide (2005) and other SCADA security 
documents available at http://www.niscc.gov.uk/niscc/scada-en.html.  The Chemical Industry 
Data Exchange has many guidance documents (May 2005) and white papers available at 
http://www.chemicalcybersecurity.com/online_information/whitepapers.cfm, and other papers 
are available for download at the Chemical Sector Cyber Security Program website 
http://www.chemicalcybersecurity.com/cybersecurity_tools/whitepapers.cfm. 
With the widespread use of the internet, SCADA and Distributed Control Systems (DCS) are 
more vulnerable to attack. Many papers, reports, and discussions from system vendors, security 
experts, industry, and the government have recognized this and alerted researchers and plant 
managers.  The General Accounting Office in 1999 issued a guide (GAO/AIMD-00-33) to help 
federal managers implement information security risk assessments by providing case studies.  
Many in the industrial community have been slow to accept the problem with SCADA and PCS 
systems because such systems were historically stand alone and isolated. Emphasis was on 
reliability and performance, not security.  Because of connections to company networks and the 
internet, these systems are now vulnerable to typical network threats. This is exacerbated by the 
fact that SCADA systems are now tightly integrated into business and economic processes 
(Novak, 2005).  A more recent guide (2005) with information to enhance industrial control 
systems security provides a foundation to help implement secure systems, secure existing 
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systems, and make security a process.  Many current references and links to related standards 
guides are provided http://www.tswg.gov/tswg/ip/SCADA_GB_Short.pdf
 
A General Accounting Office Report (2003) most succinctly identified the trends that have 
escalated the risks to these systems:  adoption of standardized technologies with known 
vulnerabilities, connectivity of control systems to other networks, constraints on use of existing 
security technologies and practices, insecure remote connections, and widespread availability of 
technical information about control systems.  These trends have moved SCADA systems from 
proprietary, closed networks to security challenges comparable to Information Technology (IT) 
systems.  The PCS community will need to find compensating security controls until inherently 
secure systems are available and insecure legacy systems replaced.  Since control systems last 15 
years or longer, securing legacy systems will require hardware and software retrofit solutions to 
become commercially available (Asenjo, 2005). 
 
Much information has focused on becoming aware of the growing problem of securing SCADA 
and PCS systems, recognizing the threats, and learning how to find solutions (Anonymous, June 
2005, Blume, DYONYX white paper, Saad, 2002, Singer and Weiss, 2005, Miller 2005, Byres 
and Lowe, 2005, Alper 2005).  Several introduce and explain applicable security technology like 
vulnerability testing and assessment (Byres and Franz, 2006, Strickles, et al 2003), intrusion 
detection and security monitoring of networks (Peterson, 2004), and encryption, network 
architecture and system hardware hardening (Creery and Byres, 2005), and hardening operating 
systems (Geer, 2006).  Geer’s article points out that hardening operating systems could close 
network access to systems that some control applications require for proper functioning.  He 
further notes that improperly implemented security could fail by making control systems difficult 
to use; employees will circumvent security in such situations.  The article concludes with an 
important warning to users, that they should not spend time worrying about an ideal approach to 
security to adopt, but rather take the available and effective interim steps now. 
 
DHS sees a need for commercial owners of critical infrastructure to invest in more secure 
networks and SCADA system vendors should be encouraged to build security in to their products 
(C. Carlson, 2005).  Some of these are appearing on the market, Honeywell’s Experion Process 
Knowledge System R300 now includes embedded cyber security that protects against denial of 
service attacks and message flooding by protecting the controller network (Anonymous, May 
2005).  Plantdata Technologies (Pollett, 2006) has recently developed a new type of firewall 
designed to be distributed throughout the SCADA environment and is said to deliver a higher 
level of network segmentation and defense.  Byres and Franz (2006) point out that security 
vulnerability in control hardware is as important as software and communication vulnerability.  
They state that many industrial control system vulnerabilities are the result of procedural or 
administrative security failings rather than software failings.  They suggest classifying 
vulnerabilities by where or how they enter into a product’s life cycle:  inherent protocol 
vulnerabilities, product design vulnerabilities, implementation vulnerabilities, and mis-
configuration vulnerabilities.  As standards bodies, vendors, and users cooperate and get more 
experience with proper security expectation and testing, it can become an embedded and 
expected quality assurance issue. 
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Overview of Risk Assessment 
Miller and Byres, (2005), point out that the many papers discussing vulnerabilities of control 
systems neglect the articulation of relative risk of particular implementations.   All resources that 
need protection and the vulnerabilities that can become threats must be identified.  Then, policy, 
procedures, or technology for protection can be determined.   
 
The general area of risk assessment is vast, with many methods and tools available to use for 
assessing risk of various environments including SCADA and PCS systems.   A non-exhaustive 
list of available tools can be found at the Riskworld website 
http://www.riskworld.com/SOFTWARE/SW5SW001.HTM.  
 
Commercial systems like RiskWatch provide an automated tool to perform qualitative or 
quantitative risk analyses and vulnerability assessments.  This tool employs user friendly 
interfaces, comprehensive knowledge databases, predefined risk analysis Templates, data linking 
functions, and proven risk analysis analytic techniques (RiskWatch white paper, 2002).   
 
OCTAVE (Operationally Critical Threat, Asset, and Vulnerability Evaluation) , (Alberts, et al, 
2003) is a framework for identifying and managing information security risks developed at 
Carnegie Mellon University’s CERT Coordination Center.  It is a self-directed activity by a team 
that draws on the knowledge of many employees to define the current state of security, identify 
risks to critical assets, and set a security strategy.  It also uses event/fault tree analyses to model 
threats to critical assets. 
 
CORAS (Aagedal, et al, 2002) is a tool-supported methodology for model-based risk analysis of 
security-critical systems developed under the European Information Society Technologies 
Programme.   It was completed in 2003, and a website is maintained http://coras.sourceforge.net/ 
where one can download the tool, receive updates, and locate the many related papers.  Unlike 
many of the commercial tools, CORAS documents clearly explain what methods are used for 
risk assessment, such as fault tree analysis (FTA) and failure mode effect criticality analysis 
(FMECA).   
 
A Sandia National Laboratories report (Campbell and Stamp, 2004) attempted to classify risk 
assessment methods, (primarily available risk assessment tools) according to level of detail and 
approach in order for users to be able to select the most appropriate method.   

Published Research on Overall Risk Assessment 
Published work related to risk assessment is very difficult to categorize.  Several different 
aspects define the research, primarily how much of the overall process is tackled.  Risk 
assessment is a multi-phase process:  it starts with risk identification, proceeds to risk analysis, 
follows with risk evaluation and ranking, and ends with the management and treatment phases. 
 
Many of the government guidelines and industry publications mentioned previously describe 
qualitative risk assessment approaches.  Researchers at Georgia Institute of Technology (2003), 
present a qualitative, but very systematic approach to overall risk assessment for information 
systems.  Especially helpful is their development of a 3 axis view of the threat space which 
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organizes the problem of risk management and the presentation of a procedure for computing 
losses due to threats and benefits of countermeasures. 
 
The next articles discussed are holistic in their approach and are studies of huge, interdependent 
systems.  The research includes the risk analysis phase, but the exact details of the risk analysis 
methods will be discussed separately in the following section. These are noted separately 
because of their large scope and the massive effort involved in the risk identification phase. 
 
A number of modeling and simulation approaches under development at Sandia National 
Laboratories directly address interdependencies and offer insight into the operational and 
behavioral characteristics of critical infrastructures.  Detailed interdependency models and 
simulations of the following categories have been made:  (1) aggregate supply and demand tools 
which evaluates the total demand for an infrastructure service and the ability to provide it, (2) 
dynamic simulations to examine infrastructure operations, disruption effects, and downstream 
consequences, (3) agent based models which model physical components and their interactions 
and operational characteristics, (4) physics based models that analyze aspects of  infrastructure 
with standard engineering techniques, (5) population mobility models primarily for 
transportation and social network study, and (6) Leontif Input-Output models which provide an 
aggregated, time-independent analysis of generation, flow, and consumption of commodities 
among infrastructure sectors (Rinaldi, 2004).  Such modeling and simulation abilities are integral 
to infrastructure risk analyses. 
 
In such cases, the most comprehensive risk identification methodology is hierarchical 
holographic modeling (HHM), (Haimes, 1981, 1998).  This method is described as one that can 
identify all conceivable sources of risk to SCADA systems and to any infrastructure that uses 
them.  The method aims to represent the diverse characteristics and attributes of a system.  HHM 
has the ability to facilitate the evaluation of subsystem risks and their corresponding 
contributions to risks in the total system.  This makes it the ideal application for SCADA systems 
and their associated interdependent and interconnected infrastructures (Ezell, 1998).  This 
method has been used to identify sources of risk to SCADA systems in the railroad sector 
(Chittester and Haimes, 2004).   
 
Haimes, Kaplan, and Lambert (2002) describe the risk filtering, ranking, and management 
method (RFRM) which builds on HHM to identify risks, but then filters and ranks the risks so 
that the risks can be addressed in order of priority.  RFRM is an eight phase process that begins 
with HHM for risk identification, progresses through various phases of filtered risk scenarios 
with quantitative ranking to the final phases of management and feedback.   
 
Many critical infrastructures are coupled and their interdependencies render them at great risk to 
cyber attacks.  They are often remotely controlled and managed by SCADA systems.  
Hierarchical holographic modeling can identify the sources of risk, but to quantify the efficacy of 
risk management, inoperability input-output modeling (IIM) is needed.  This is a Leontief-based 
model that enables accounting for both intra and interconnectedness with each infrastructure.  
The input to the system is an initial perturbation triggered by an attack, and the outputs are 
resulting risks of inoperability.  The outputs are represented in two different metrics, economic 
inoperability measured in dollars lost and percentage of dysfunctionality.  Haimes and Chittester, 
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(2005), use this method to quantify economic losses and their propagation through the various 
economic sectors for large scale civil infrastructures controlled by SCADA systems over internet 
protocol communication networks.  They present a case study demonstrating the effects of a 
perturbation to the telecommunications sector by way of cyber intrusion.  Additional case studies 
and more description of IIM can be found in Crowther and Haimes, 2005. 
 
Crowther, et al, (2004) applied the methods of HHM, RFRM, and IIM to assess and manage risk 
of terrorism to Virginia’s Interdependent transportation system.  They developed a methodology 
and computer tool for assessing the consequences of a failure in the transportation infrastructure 
and how this failure propagates into interdependent sectors.   
 
All of this research on interdependent systems has stressed the need for metrics that characterize 
the condition and performance of the infrastructures.  Recent work (Nozich, et al, 2005) focused 
on representing interdependent infrastructure networks using Markov and semi-Markov 
processes to reflect uncertain capacity on network links.  The Markov-based approach allows 
analysis of both transient and steady-state concerns regarding availability of service.  They 
demonstrated their approach on a small-scale SCADA system.  Their model structure is 
dependent on good estimates of parameters and these estimates have to come from empirical 
data, which is often difficult to obtain. 

Risk Analysis – quantifying, filtering, and ranking risk - Probabilistic Risk 
Assessment  
Quantitative risk analysis methods fall under the broad category of probabilistic risk assessment 
(PRA). A generally accepted definition of PRA is a systematic and comprehensive methodology 
to evaluate risks associated with a complex engineered technological entity.  Although PRA 
technically includes the risk identification phase, it does not provide the guidance of methods 
like HHM, but rather assumes the designer can identify the risks.  PRA includes all fault/attack 
(FTA) tree analyses, event tree analysis (ETA),  failure mode and effect analysis (FMEA) or 
failure mode effect and criticality analysis (FMECA), and cause/consequence analysis (CCA), as 
well as methods that use directed graphs and logic diagrams (Henley and Kumamoto, 1996).  
Most other methods are extensions or combinations of these.  Many of the tools mentioned 
earlier incorporate these methods to varying degrees.   
 
Risk is characterized by the severity (or magnitude) of an adverse consequence that can result 
from an action and the likelihood of occurrence of the given adverse consequence.  In 
probabilistic risk assessment, consequences are expressed numerically and their likelihoods of 
occurrence are expressed as probabilities or frequencies.  Determining risk is generally accepted 
as answering the 3 questions: What can go wrong?  How likely is it? What are the consequences? 
(Kaplan and Barrick,1981). In PRA, these are answered by developing a set of scenarios or 
initiating events to answer what can go wrong, then evaluating the probability of the these 
scenarios, and finally estimating their consequences.  The PRA ultimately presents a set of 
scenarios, frequencies, and associated consequences developed in a way to make informed 
decisions.  RPA quantifies “risk metrics”, a term that refers to a consequence-oriented figure of 
merit, such as the probability of the top event (Stamatelalos, 2002).  Determination of needed 
basic event probabilities is the most difficult task in applying this technique.  Many references 
explain all aspects of PRA in great detail (Stamatelalos, 2002, Henley and Kumamoto, 1996). 
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Fault Tree Analysis, Failure Mode Effect Analysis – FTA, FMEA 
FTA (fault tree analysis), (Vesely, et al, 2002), is a deductive, failure-based approach.  It starts 
with an undesired event, and then deduces event causes using a systematic backward reasoning 
process.  A fault tree is constructed as a logical illustration of the events and their relationships 
necessary and sufficient to result in the undesired (top or root) event.  The symbols used indicate 
the type of events and relationships involved such as AND gates (output of gate occurs if all 
inputs occur) and OR gates (output of gate occurs if any of the inputs occur).   The fault tree 
displays the stepwise cause resolution using formal logic symbols.  To evaluate the fault tree and 
calculate a top event probability, it has to be transformed into an equivalent set of logic 
equations.  By successive substitution, each gate event is expressed in terms of basic events.  The 
qualitative results obtained from FTA are “minimal cut sets”, the smallest combination of basic 
events that result in the top event (fault).  Each minimal cut set is a combination of basic events.  
The set of minimal cut sets for the top event represents all the ways that basic events can cause 
the fault or top event.  Quantification of FTA happens when top event probability is determined 
from basic event information by assigning probabilities to the basic events.  Uncertainties in any 
quantified result can be determined.  These top event probabilities can be used to calculate risk in 
financial or other terms.  Several importance measures can be calculated to determine the change 
in the risk metric of interest such as the change in the top event probability when a basic event 
probability is set to zero (Stamatelalos, 2002).    
 
Inductive approaches such as FMEA and FMECA are forward stepping and begin with an 
initiating event then induce the end effects (Vesely, et al, 2002)   It is important to note that 
theses methods analyze single component faults and their system effects and do not consider 
combinations of faults.  Walker, (2000), makes a strong case for using FMEA in the early design 
phase of all engineering projects to determine the project’s technical risk. 
 
The basic difference between FTA and inductive methods is the direction of the analysis.  FTA 
starts with the undesired event and traces backward to causes, whereas inductive methods start 
with an initiating event and trace forward to consequences.  Thus, FTA is the appropriate 
analysis to carry out if a given undesired event is defined and the goal is to determine its cause.  
Inductive approaches should be used if a given set of causes are identified and the goal is to 
determine the consequences.  A comprehensive PRA might use both inductive and deductive 
approaches to get a complete set of accident sequences depending on the complexity of the 
system.   

PRA Extensions or Modifications  
Yacoub and Ammar (2002), present a methodology for architecture-level risk analysis.  Their 
approach is based on dynamic risk metrics (Yacoub, et al, 2000) that define complexity factors 
for architecture elements obtained from simulation of the software architecture specifications.  
FMEA is used with simulation to determine effects of a failure, and these results used to develop 
heuristic risk factors for all components and connectors. The risk factors are aggregated and used 
with component dependency graphs to analyze the overall risk for the architecture.   
 
Wyss et al (2004) describe how features of event tree analysis and Monte-Carlo discrete event 
simulation can be combined with concepts of object-oriented analysis to form a new risk 
assessment technique (OBEST, object-based event scenario tree), though related to PRA.  This 
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OBEST method was developed to enable risk assessment study of systems and scenarios that 
exhibit strong time dependence, (not a characteristic of SCADA systems). 
 
Madan et al, (2002), applied a stochastic model to a computer network system to capture attacker 
behavior and analyze and quantify the security attributes. They determined steady-state 
availability of quality of service requirements and mean times to security failures based on 
probabilities of failure due to violations of different security attributes.   
 
Taylor et al, (2002), merged PRA with survivability system analysis (SSA) with minor 
modification of what would be considered traditional PRA, but it is still dependent on obtaining 
estimates of probabilities.  
 
A natural extension to PRA involves the use of fuzzy concepts, though this approach has not 
been published for use in SCADA system security risk assessment.  Early in the studies of risk 
analysis related to computer security, fuzzy modeling was used to analyze and rank risks in a 
computing facility, (de Ru and Eloff, 1996).  The authors created a set of fuzzy rules describing 
likely vulnerabilities such as “if the hard drive is old, then the customer database loss risk factor 
is increased”.  These rules are combined to produce a total risk factor associated with the loss of 
the customer database.  Similar rule sets and associated risk factors can be calculated for all 
computer facility assets.  A similar procedure was used calculate a severity of loss for different 
components and then a total project risk in electronic commerce development (Wat and Ngai, 
2001). 
 
Fuzzy concepts provide a way to deal with uncertainty in both the probabilistic parameter 
estimates and subjective judgments.  This method was recently applied to risk assessment of a 
subway construction project in Korea (Choi, et al, 2004).   
 
Pillay and Wang, (2002) used fuzzy concepts to model the occurrence likelihood and 
consequences of failure for the identified hazards on a fishing vessel.  They used FTA to 
calculate a “fuzzy” probability of the system failure.  The consequences of failure for each basic 
event within the fault tree are considered for the four categories of negligible, marginal, critical, 
or catastrophic.  The risk of the basic events is determined by combining the likelihood of 
occurrence and consequences of failure in linguistic terms via a fuzzy rule set.  The output, once 
“defuzzified”, produces a risk ranking. 

Attack Trees and Vulnerability Trees 
Attack trees were introduced by Schneier (1999) as a way of formally analyzing the security of 
systems and subsystems based on varying attacks.  This is basically FTA with the attack goal in 
place of a fault and basic event probabilities are not failure rates.  Schneier’s work is notable 
because it was the first to apply this approach to the area of information security.  The attack 
goal is the root of the tree and the different ways of accomplishing the attack are the leaves, with 
connections via AND and OR nodes.   
 
Moore et al, (2001) describe and illustrate an approach for documenting attacks on software 
systems using attack tree information in a structured and reusable form.  Analysts can then use 
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the approach to document and identify commonly occurring attack patterns and then modify 
attack trees to enhance security development. 
 
Most recently, attack trees have been applied to a SCADA communication system (Byres, et al, 
2004).  The authors identified eleven attacker goals and associated security vulnerabilities in the 
specifications and development of typical SCADA systems.  They were then used to suggest best 
practices for SCADA operators and improvements to the MODBUS standard.  Their application 
was qualitative in that attack tree analysis was used only to identify paths and qualify the severity 
of impact, probability of detection, and level of difficulty.  They did not calculate the probability 
of an actual attack being successful. 
 
A related approach that arose in the computer and information security literature is vulnerability 
tree analysis.  Vulnerability trees are hierarchy trees constructed as a result of the relationship 
between one vulnerability and another vulnerability and or steps that a threat agent has to carry 
out to reach the top of the tree (Vidalis and Jones, 2003).  Vulnerability trees help security 
analysts understand and analyze different attack scenarios that a threat agent might follow to 
exploit a vulnerability.  With this understanding, countermeasures can be taken. 

Risk Reduction  
What is needed is a way to quantitatively determine the probability of a particular attack, the 
impact of that attack, and a way to determine the reduction in risk if a particular countermeasure 
is taken.   
 
The ability to determine whether or not risk reduction is achieved when modifications are made 
is important.  Simple calculations for risk reduction have been published (Tolbert, 2005).  In this 
paper, a risk metric was calculated which was simply the product of the frequency, likelihood of 
occurrence, and severity according to an arbitrarily selected 1 -5 scale for the three factors.  The 
calculation is made before and after a system modification is made.   
 
McQueen, et al, (2006) recently published results of a promising method to calculate risk 
reduction estimates for a SCADA system and a set of control system remedial actions.  The 
method employed a directed graph (compromise graph) where the nodes represent stages of a 
potential attack and the edges represent expected time-to-compromise for differing attacker skill 
levels. 
 
Probabilistic Risk Assessment provides for calculation of risk reduction when applied to SCADA 
security.  If a lower event probability of a specific threat can be set to zero by the addition of a 
security enhancement, the effect on the top event probability of an overall attack can be 
computed.  Graham, Patel, and Ralston (2006) have recently developed a risk modeling tool with 
two indices for quantifying risk associated with SCADA systems.  Their work makes use of 
augmented vulnerability trees which combine attack tree and vulnerability tree methods.  
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